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#### Abstract

: Recollect the fundamental theorem of Algebra that gives $n$ linear factors of an $n^{\text {th }}$ degree polynomial in the complex plane if not in the real plane. But the complex conjugates are allowed in the canonical factorization of a $2^{\text {nd }}$ order linear partial differential equation. Therefore, an $n^{\text {th }}$ order linear partial differential equation can be seen as $n$ linear $1^{\text {st }}$ order partial differential equations and the reduced quadratic canonical forms with constant or variable coefficients in the $n$-dimensional real space. The variable coefficients are the functions of independent variables. The elliptical canonical form of a $2^{\text {nd }}$ order linear partial differential equation is obtained from the complex roots, it can better be viewed that the $n^{\text {th }}$ order linear partial differential equation can be factorized completely in an $n$-dimensional complex space in view of fundamental theorem of algebra. If $\omega\left(D, D_{1}\right)$ is a non constant polynomial, then there is a pair of numbers $a$ and $b$ satisfy $\omega(a, b)=0$ 1. Introduction: $\mathrm{An} n^{\text {th }}$ order ordinary linear differential equation can be written as the product of $n, 1^{\text {st }}$ order linear differential equations. With the same spirit, a linear partial differential equation of order $n$ with constant or variable coefficients can be written as the product of linear $1^{\text {st }}$ order differential equations of any multiplicity and irreducible $2^{\text {nd }}$ order linear partial differential equations. But, their respective reduced canonical forms are the quadratic forms that the solution surface is a suitable type of conic. These quadratic forms can once again be categorized with respect to the discrimiant that decides the conical surfaces of the solutions of the partial differential equation which are the intersections of the solution surfaces of the linear and quadratic factors of the $n^{\text {th }}$ order partial differential equation as shown in 3.5.


Dividing the given linear partial differential equation $\omega\left(D, D_{1}, E, F, G\right) u=f(\theta, \vartheta)$ of order $n$ with $\tau_{r s}$ as a function of $\theta$ and $\vartheta$ for each $r$ and $s$,
$D=\frac{\partial}{\partial \theta}, D_{1}=\frac{\partial}{\partial \vartheta}, E=\frac{\partial^{2}}{\partial \theta^{2}}, F=\frac{\partial^{2}}{\partial \theta \partial \vartheta}$ and $G=\frac{\partial^{2}}{\partial \vartheta^{2}}$
2. $\underline{2}^{\text {nd }}$ order linear factors: See that each quadratic form can be compared to $R E+$ $S F+T G=f\left(\theta, \vartheta, u, D, D_{1}\right)$ and depending on the discriminant the roots of the quadratic form will determine the solution surfaces that are hyperbolic, parabolic and elliptic from the canonical form that has a new set of variables
$\rho(\theta, \vartheta)=\rho, \varphi(\theta, \vartheta)=\varphi, \mu(\rho, \varphi)=\mu$
$E+2 F+G=0$ has the discriminant $S^{2}-4 R T=0$. So, the quadratic form has the roots
$\frac{\rho_{\theta}}{\rho_{\vartheta}}=\tau_{1}=\frac{\varphi_{\theta}}{\varphi_{\vartheta}}$ leading the solution surface to be a paraboloid opening up.
$E-\theta^{2} G=0$ has the discriminant $S^{2}-4 R T>0$. The roots of the quadratic form has the roots
$\frac{\rho_{\theta}}{\rho_{\vartheta}}=\tau_{1}, \frac{\varphi_{\theta}}{\varphi_{\vartheta}}=\tau_{2}$ leading the solution surface to be a hyperboloid
$E+\theta^{2} G$ has the discriminant $S^{2}-4 R T<0$
The roots $\frac{\rho_{\theta}}{\rho_{\vartheta}}=\tau_{1}, \frac{\varphi_{\theta}}{\varphi_{\vartheta}}=\tau_{2}$ are the complex conjugates that allow the elliptic canonical form leading the solution surface to be a ellipsoid

The convex region that is enclosed by the solution surfaces will be the feasible region of the character function $u(\theta, \vartheta)$ in the $n$-dimensional complex space.

## 3. Application of Fundamental Theorem of Algebra to $n^{\text {th }}$ order linear partial differential equation:

Proposition.3.1.: An $n^{\text {th }}$ order linear partial differential equation can be factorized as $1^{\text {st }}$ order and quadratic forms whose solutions form a convex region enclosed by conic surfaces.

Lemma 3.2.: The boundary conditions of linear partial differential equation or a quadratic form can be obtained from the extreme value $|\varnothing|$ where $\pi\left(D, D_{1}, E, F, G\right) u=\varnothing$

Proposition.3.3.: A convex region in an $n$-dimensional space is enclosed by either conic surfaces or planar surfaces that are the solutions of $2^{\text {nd }}$ order and $1^{\text {st }}$ order partial differential equations respectively whose sum of orders is equal to $n$.

Corollary.3.4.: if $P\left(D, D_{1}, E, F, G\right)=\prod_{r, s=1}^{q} c_{r}\left(\alpha_{r} D+\beta_{r} D_{1}+\gamma_{r}\right)^{k_{r}}\left(\alpha_{s} E+\beta_{s} F+\gamma_{s} G\right)^{m_{s}}$ is the polynomial, then $\sum k_{r}+\sum m_{s}=n$ (order of the linear partial differential equation) and $q$ $=r+s . \alpha_{i}=\epsilon_{i}(\theta, \vartheta), \beta_{i}=\epsilon_{i}(\theta, \vartheta), \gamma_{i}=\epsilon_{i}(\theta, \vartheta)$

Example:

$$
\begin{aligned}
\frac{\partial^{7} u}{\partial \theta^{7}}+\frac{\partial^{7} u}{\partial \theta^{6} \partial \vartheta} & +2 \frac{\partial^{7} u}{\partial \theta^{3} \partial \vartheta^{4}}+2 \frac{\partial^{7} u}{\partial \theta^{2} \partial \vartheta^{5}}-\theta^{4} \frac{\partial^{7} u}{\partial \theta^{3} \partial \vartheta^{4}}-\theta^{4} \frac{\partial^{7} u}{\partial \theta^{2} \partial \vartheta^{5}}+\frac{\partial^{7} u}{\partial \theta^{5} \partial \vartheta^{2}} \\
& +\frac{\partial^{7} u}{\partial \theta^{4} \partial \vartheta^{3}}-4 \theta^{2} \frac{\partial^{7} u}{\partial \theta^{2} \partial \vartheta^{5}}-4 \theta^{2} \frac{\partial^{7} u}{\partial \theta \partial \theta^{6}}-\theta^{4} \frac{\partial^{7} u}{\partial \theta \partial \theta^{6}}-\theta^{4} \frac{\partial^{7} u}{\partial \vartheta^{7}}
\end{aligned}
$$

$$
\begin{align*}
& =D E^{3}+D_{1} E r^{3}+2 D E^{2} F+2 D_{1} E^{2} F-\theta^{4} D E G^{2}-\theta^{4} D_{1} E G^{2}+D E^{2} G+D_{1} E^{2} G \\
& -4 \theta^{2} D F G^{2}-4 \theta^{2} D_{1} \boldsymbol{F} G^{2}-\theta^{4} D G^{3}-\theta^{4} D_{1} G^{3} \text { where } \frac{\partial u}{\partial \theta}=D, \frac{\partial u}{\partial \vartheta}=D_{1}, \frac{\partial^{2} u}{\partial \theta^{2}}=E \\
& \qquad \frac{\partial^{2} u}{\partial \theta \partial \vartheta}=F, \frac{\partial^{2} u}{\partial \vartheta^{2}}=G \\
& =\left(E^{2}+2 E F+\theta^{2} E G+E G+2 \theta^{2} F G+\theta^{2} G^{2}\right)\left(D E+D_{1} E-\theta^{2} D G-\theta^{2} D_{1} G\right) \\
& =(E+2 F+G)\left(E+\theta^{2} G\right)\left(E-\theta^{2} G\right)\left(D+D_{1}\right)
\end{align*}
$$

Order of the linear partial differential equation is 7. The factors of this partial differential equation satisfies the three conditions of the discriminant and so, all three canonical forms with two roots complex conjugates from the irreducible quadratic form, two real unequal roots and two real and equal roots. Thus the convex region enclosed by the solution surfaces of this partial differential equation is by the parts of paraboloid, hyperbolid, ellipsoid and a plane.

Outcome: the solution surfaces of an $n^{\text {th }}$ order linear partial differential equation encloses a feasible region that is the optimal region satisfies all the boundary conditions, initial conditions that are usually written as the system of linear $1^{\text {st }}$ or $2^{\text {nd }}$ order partial differential equations govern the production function or the activity function.
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